Modeling sound-source localization in sagittal planes for human listeners
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Monaural spectral features are important for human sound-source localization in sagittal planes, including front-back discrimination and elevation perception. These directional features result from the acoustic filtering of incoming sounds by the listener’s morphology and are described by listener-specific head-related transfer functions (HRTFs). This article proposes a probabilistic, functional model of sagittal-plane localization that is based on human listeners’ HRTFs. The model approximates spectral auditory processing, accounts for acoustic and non-acoustic listener specificity, allows for predictions beyond the median plane, and directly predicts psychoacoustic measures of localization performance. The predictive power of the listener-specific modeling approach was verified under various experimental conditions: The model predicted effects on localization performance of band limitation, spectral warping, non-individualized HRTFs, spectral resolution, spectral ripples, and high-frequency attenuation in speech. The functionalities of vital model components were evaluated and discussed in detail. Positive spectral gradient extraction, sensorimotor mapping, and binaural weighting of monaural spatial information were addressed in particular. Potential applications of the model include predictions of psychophysical effects, for instance, in the context of virtual acoustics or hearing assistive devices.
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I. INTRODUCTION

Human listeners use monaural spectral features to localize sound sources, particularly when binaural localization cues are absent (Agterberg et al., 2012) or ambiguous (Macpherson and Middlebrooks, 2002). Ambiguity of binaural cues usually arises along the polar dimension on sagittal planes, i.e., when estimating the vertical position of the source (e.g., Vliegen and Opstal, 2004) and when distinguishing between front and back (e.g., Zhang and Hartmann, 2010). Head-related transfer functions (HRTFs) describe the acoustic filtering of the torso, head, and pinna (Møller et al., 1995) and thus the monaural spectral features.

Several psychoacoustic studies have addressed the question of which monaural spectral features are relevant for sound localization. It is well known that the amplitude spectrum of HRTFs is most important for localization in sagittal planes (e.g., Kistler and Wightman, 1992), whereas the phase spectrum of HRTFs affects localization performance only for very specific stimuli with large spectral differences in group delay (Hartmann et al., 2010). Early investigations attempted to identify spectrally local features like specific peaks and/or notches as localization cues (e.g., Blauert, 1969; Hebrank and Wright, 1974). Middlebrooks (1992) could generalize those attempted explanations in terms of a spectral correlation model. However, the actual mechanisms of the auditory system used to extract localization cues remained unclear.

Neurophysiological findings suggest that mammals decode monaural spatial cues by extracting spectral gradients rather than center frequencies of peaks and notches.

May (2000) lesioned projections from the dorsal cochlear nucleus (DCN) to the inferior colliculus of cats and demonstrated by behavioral experiments that the DCN is crucial for sagittal-plane sound localization. Reiss and Young (2005) investigated in depth the role of the cat DCN in coding spatial cues and provided strong evidence for sensitivity of the DCN to positive spectral gradients. As far as we are aware of, however, the effect of positive spectral gradients on sound localization has not yet been explicitly tested or modeled for human listeners.

In general, existing models of sagittal-plane localization for human listeners can be subdivided into functional models (e.g., Langendijk and Bronkhorst, 2002) and machine learning approaches (e.g., Jin et al., 2000). The findings obtained with the latter are difficult to generalize to signals, persons, and conditions for which the model has not been extensively trained in advance. Hence, the present study focuses on a functional model where model parameters correspond to physiologically and/or psychophysically inspired localization parameters in order to better understand the mechanisms underlying spatial hearing in the polar dimension. By focusing on the effect of temporally static modifications of spectral features, we assume the incoming sound (the target) to originate from a single target source and the listeners to have no prior expectations regarding the direction of this target.

The first explicit functional models of sound localization based on spectral shape cues were proposed by Middlebrooks (1992), Zakarauskas and Cynader (1993), as well as Hofman and Opstal (1998). Based on these approaches, Langendijk and Bronkhorst (2002) proposed a probabilistic extension to model their results from localization experiments. All these models roughly approximate peripheral auditory processing in order to obtain internal spectral representations of the
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incoming sounds. Furthermore, they follow a template-based approach, assuming that listeners create an internal template set of their specific HRTFs as a result of a monaural learning process (Hofman et al., 1998; van Wanrooij and van Opstal, 2005). The more similar the representation of the incoming sound compared to a specific template, the larger the assumed probability of responding at the polar angle that corresponds to this template. Langendijk and Bronkhorst (2002) demonstrated good correspondence between their model predictions and experimental outcomes for individual listeners by means of likelihood statistics.

Recently, we proposed a method to compute psychoacoustic performance measures of confusion rates, accuracy, and precision from the output of a probabilistic localization model (Baumgartner et al., 2013). In contrast to earlier approaches, this model considered a non-acoustic, listener-specific factor of spectral sensitivity that has been shown to be essential for capturing the large inter-individual differences of localization performance (Majdak et al., 2014). However, the peripheral part of auditory processing has been considered without positive spectral gradient extraction, and the model has been able to predict localization responses only in proximity of the median plane but not for more lateral targets. Thus, in the present study, we propose a model that additionally considers positive spectral gradient extraction and allows for predictions beyond the median plane by approximating the motor response behavior of human listeners.

In Sec. II, the architecture of the proposed model and its parameterization are described in detail. In Sec. III, the model is evaluated under various experimental conditions probing localization with single sound sources at moderate intensities. Finally, in Sec. IV the effects of particular model stages are evaluated and discussed.

II. MODEL DESCRIPTION

Figure 1 shows the structure of the proposed sagittal-plane localization model. Each block represents a processing stage of the auditory system in a functional way. First, the spectral auditory processing of an incoming target sound is approximated in order to obtain the target’s internal spectral representation. Then, this target representation is compared to a template set consisting of equivalently processed internal representations of the HRTFs for the given sagittal plane. This comparison process is the basis of the spectro-to-spatial mapping. Finally, the impact of monaural and binaural perceptual factors as well as aspects of sensorimotor mapping are considered in order to yield the polar-angle response prediction.

A. Spectral auditory processing

1. Acoustic filtering

In the model, acoustic transfer characteristics are captured by listener-specific directional transfer functions (DTFs), which are HRTFs with the direction-independent characteristics removed for each ear (Middlebrooks, 1999a). DTFs usually emphasize high-frequency components and are commonly used for sagittal-plane localization experiments with virtual sources (Middlebrooks, 1999b; Langendijk and Bronkhorst, 2002; Goupell et al., 2010; Majdak et al., 2013c).

In order to provide a formal description, the space is divided into $N_\phi$ mutually exclusive lateral segments orthogonal to the interaural axis. The segments are determined by the lateral centers $\theta_k \in [-90^\circ, 90^\circ]$ from the right- to the left-hand side. In other words, all available DTFs are clustered into $N_\phi$ sagittal planes. Further, let $\theta_k \in [-90^\circ, 270^\circ]$, from front below to rear below, for all $k = 1, \ldots, N_\phi$ and $i = 1, \ldots, N_\phi[k]$ denote the polar angles corresponding to the impulse responses, $r_{i,k}[n]$, of a listener’s set of DTFs. The channel index, $\zeta \in \{ L, R \}$, represents the left and right ear, respectively. The linear convolution of a DTF with an arbitrary stimulus, $x[n]$, yields a directional target sound,

$$t_{j,k,\zeta}[n] = (r_{j,k,\zeta} \ast x)[n].$$

2. Spectral analysis

The target sound is then filtered using a gammatone filterbank (Lyon, 1997). For stationary sounds at a moderate intensity, the gammatone filterbank is an established approximation of cochlear filtering (Unoki et al., 2006). In the proposed model, the frequency spacing of the auditory filter bands corresponds to one equivalent rectangular bandwidth. The corner frequencies of the filterbank, $f_{\text{min}} = 0.7$ kHz and $f_{\text{max}} = 18$ kHz, correspond to the minimum frequency thought to be affected by torso reflections (Algazi et al., 2001) and, in approximation, the maximum frequency of the hearing range, respectively. This frequency range is subdivided into $N_\zeta = 28$ bands. $G[n, b]$ denotes the impulse response of the $b$th auditory filter. The long-term spectral profile, $\xi[b]$ in dB, of the stationary but finite sound, $\xi[n]$, with length $N_\zeta$ is given by

$$\xi[b] = 10 \log_{10} \frac{1}{N_\zeta} \sum_{n=0}^{N_\zeta-1} (\xi \ast G[b])[n],$$

for all $b = 1, \ldots, N_\zeta$. With $\xi[n] = t_{j,k,\zeta}[n]$ and $\xi[n] = r_{j,k,\zeta}[n]$ for the target sound and template, respectively, Eq. (2) yields the corresponding spectral profiles, $t_{j,k,\zeta}[b]$ and $r_{j,k,\zeta}[b]$.

---

**FIG. 1.** Structure of the sagittal-plane localization model. Numbers in brackets correspond to equations derived in the text.
3. Positive spectral gradient extraction

In cats, the DCN is thought to extract positive spectral gradients from spectral profiles. Reiss and Young (2005) proposed a DCN model consisting of three units, namely, DCN type IV neurons, DCN type II interneurons, and wideband inhibitors. The DCN type IV neurons project from the auditory nerve to the inferior colliculus, the DCN type II interneurons inhibit those DCN type IV neurons with best frequencies just above the type II best frequencies, and the wideband units inhibit both DCN type II and IV units, albeit the latter to a reduced extent. In Reiss and Young (2005), this model explained most of the measured neural responses to notched-noise sweeps.

Inspired by this DCN functionality, for all \( b = 2, \ldots, N_b \), we consider positive spectral gradient extraction in terms of

\[
\tilde{\zeta}[b] = \max (\zeta[b] - \zeta[b-1], 0).
\]

Hence, with \( \tilde{\zeta}[b] = \tilde{\zeta}_{l,k,z}[b] \) and \( \tilde{\zeta}[b] = \tilde{\zeta}_{r,k,z}[b] \) we obtain the internal representations \( \tilde{\zeta}_{l,k,z}[b] \) and \( \tilde{\zeta}_{r,k,z}[b] \), respectively. In relation to the model from Reiss and Young (2005), the role of the DCN type II interneurons is approximated by computing the spectral gradient and the role of the wideband inhibitors by restricting the selection to positive gradients. Interestingly, Zakarauskas and Cynader (1993) already discussed the potential of a spectral gradient metric in decoding spectral cues. However, in 1993, they had no neurophysiological evidence for this decoding strategy and did not consider the restriction to positive gradients.

B. Spatial mapping

1. Comparison process

Listeners are able to map the internal target representation to a direction in the polar dimension. In the proposed model, this mapping is implemented as a comparison process between the target representation and each template. Each template refers to a specific polar angle in the given sagittal plane. In the following, this polar angle is denoted as the polar response angle, because the comparison process forms the basis of subsequent predictions of the response behavior.

The comparison process results in a distance metric, \( \tilde{d}_{l,k,z}[\theta_{l,k}] \), as a function of the polar response angle and is defined as \( L_1 \)-norm, i.e.,

\[
\tilde{d}_{l,k,z}[\theta_{l,k}] = \sum_{b=2}^{N_b} |\tilde{r}_{l,k,z}[b] - \tilde{r}_{l,k,z}[b]|.
\]

Since sagittal-plane localization is considered to be a monaural process (van Wanrooij and van Opstal, 2005), the comparisons are processed separately for the left and right ear in the model. In general, the smaller the distance metric, the more similar the target is to the corresponding template. If spectral cues show spatial continuity along a sagittal plane, the resulting distance metric is a smooth function of the polar response angle. This function can also show multiple peaks due to ambiguities of spectral cues, for instance between front and back.

2. Similarity estimation

In the next step, the distance metrics are mapped to similarity indices that are considered to be proportional to the response probability. The mapping between the distance metric and the response probability is not fully understood yet, but there is evidence that in addition to the directional information contained in the HRTFs, the mapping is also affected by non-acoustic factors like the listener’s specific ability to discriminate spectral envelope shapes (Andéol et al., 2013).

Langendijk and Bronkhorst (2002) modeled the mapping between distance metrics and similarity indices by somewhat arbitrarily using a Gaussian function with zero mean and a listener-constant standard deviation (their \( S = 2 \)) yielding best predictions for their tested listeners. Baumgartner et al. (2013) pursued this approach while considering the standard deviation of the Gaussian function as a listener-specific factor of spectral sensitivity (called uncertainty parameter). Recent investigations have shown that this factor is essential to represent a listener’s general localization ability, much more than the listener’s HRTFs (Majdak et al., 2014). Varying the standard deviation of a Gaussian function scales both its inflection point and its slope. In order to better distinguish between those two parameters in the presently proposed model, the mapping between the distance metric and the perceptually estimated similarity, \( \tilde{s}_{l,k,z}[	heta_{l,k}] \), is modeled as a two-parameter function with a shape similar to the single-sided Gaussian function, namely, a sigmoid psychometric function,

\[
\tilde{s}_{l,k,z}[\theta_{l,k}] = 1 - \left( 1 + e^{-\frac{1}{\Gamma}(\tilde{d}_{l,k,z}[\theta_{l,k}] - S_l)} \right)^{-1},
\]

where \( \Gamma \) denotes the degree of selectivity and \( S_l \) denotes the listener-specific sensitivity. Basically, the lower \( S_l \), the higher the sensitivity of the listener to discriminate internal spectral representations. The strength of this effect depends on \( \Gamma \). A small \( \Gamma \) corresponds to a shallow psychometric function and means that listeners estimate spectral similarity rather gradually. Consequently, a small \( \Gamma \) reduces the effect of \( S_l \). In contrast, a large \( \Gamma \) corresponds to a steep psychometric function and represents a rather dichotomous estimation of similarity, strengthening the effect of \( S_l \).

3. Binaural weighting

Up to this point, spectral information is analyzed separately for each ear. When combining the two monaural outputs, binaural weighting has to be considered. Morimoto (2001) showed that while both ears contribute equally in the median plane, the contribution of the ipsilateral ear increases monotonically with increasing lateralization. The contribution of the contralateral ear becomes negligible at magnitudes of lateral angles beyond 60°. Macpherson and Sabin (2007) further demonstrated that binaural weighting depends on the perceived lateral location, and they quantified the relative contribution of each ear at a ±45° lateral angle.

In order to determine the binaural weighting as a continuous function of the lateral response angle, \( \phi_L \), we attempted to fit a somehow arbitrarily chosen sigmoid function, \( w_L(\phi_L) = (1 + e^{-\phi_L/\Phi})^{-1} \) and \( w_R(\phi_R) = 1 - w_L(\phi_L) \) for the left and right ears, respectively, to the anchor points from the
two experiments described above. The lower the choice of the binaural weighting coefficient, \( \Phi \), the larger the relative contribution of the ipsilateral ear becomes. Figure 2 shows that choosing \( \Phi = 13^\circ \) yields a weighting consistent with the outcomes of the two underlying studies (Morimoto, 2001; Macpherson and Sabin, 2007). The weighted sum of the monaural similarity indices finally yields the overall similarity index,

\[
\tilde{s}_{jk}[\theta_{i,k}] = \sum_{\zeta \in \{L,R\}} w_{\zeta}(\phi_k) \cdot \tilde{s}_{jk,\zeta}[\theta_{i,k}].
\]  

(6)

4. Sensorimotor mapping

When asked to respond to a target sound by pointing, listeners map their auditory perception to a motor response. This mapping is considered to result from several subcortical (King, 2004) and cortical (Bizley et al., 2007) processes. In the proposed model, the overall effect of this complex multi-layered process is condensed by means of a scatter that smears the similarity indices along the polar dimension. Since we have no evidence for a specific overall effect of sensorimotor mapping on the distribution of response probabilities, using a Gaussian scatter approximates multiple independent neural and motor processes according to the central limit theorem. The scatter, \( e \), is defined in the body-centered frame of reference (elevation dimension; Redon and Hay, 2005). The projection of a scatter constant in elevation into the auditory frame of reference (polar dimension) yields a scatter reciprocal to the cosine of the lateral angle. Hence, the more lateral the response, the larger the scatter becomes in polar dimension. In the model, the motor response behavior is obtained by a circular convolution between the vector of similarity indices and a circular normal distribution, \( \rho(\zeta; \mu, \kappa) \), with location \( \mu = 0 \) and a concentration, \( \kappa \), depending on \( e \):

\[
\tilde{p}_{jk}[\theta_{i,k}] = \tilde{s}_{jk}[\theta_{i,k}] \star \rho(\tilde{\theta}_{i,k}; 0; \cos^2(\phi_k/e^2)).
\]  

(7)

The operation in Eq. (7) requires the polar response angle being regularly sampled. Thus, spline interpolation is applied before if regular sampling is not given.

5. Normalization to probabilities

In order to obtain a probabilistic prediction of the response behavior, \( \tilde{p}_{jk}[\theta_{i,k}] \) is assumed to be proportional to the listener’s response probability for a certain polar angle. Thus, we scale the vector of similarity indices such that its sum equals one; this yields a probability mass vector (PMV) representing the prediction of the response probability,

\[
p_{jk}[\theta_{i,k}] = \frac{\tilde{p}_{jk}[\theta_{i,k}]}{\sum_{i=1}^{N_{ij}} \tilde{p}_{jk}[\theta_{i,k}]}.
\]  

(8)

Examples of such probabilistic predictions are shown in Fig. 3 for the median plane. For each polar target angle, predicted PMVs are illustrated and encoded by brightness. Actual responses from the three listeners are shown as open circles.

C. Psychoacoustic performance measures

Given a probabilistic response prediction, psychoacoustic performance measures can be calculated by means of expectancy values. In the context of sagittal-plane localization, those measures are often subdivided into measuring either local performance, i.e., accuracy and precision for responses close to the target position, or global performance in terms of localization confusions. In order to define local polar-angle responses, let \( A_k = \{ i \in N : 1 \leq i \leq N_{0}[k], |\theta_{i,k} - \tilde{\theta}_{i,k}| \mod 180^\circ < 90^\circ \} \) denote the set of indices corresponding to local responses, \( \tilde{\theta}_{i,k} \), to a target positioned at \( \theta_{i,k} \). Hereafter, we use the quadrant error rate (Middlebrooks, 1999b), denoted as QE, to quantify localization confusions; it measures the rate of non-local responses in terms of

\[
QE_{jk} = \sum_{i \in A_i} p_{jk}[\theta_{i,k}].
\]  

(9)

Within the local response range, we quantify localization performance by evaluating the polar root-mean-square error (Middlebrooks, 1999b), denoted as PE, which describes the effects of both accuracy and precision. The expectancy value of this metric in degrees is given by

\[
PE_{jk} = \sqrt{\sum_{i \in A_i} (\theta_{i,k} - \tilde{\theta}_{i,k})^2 p_{jk}[\theta_{i,k}]}.
\]  

(10)
Alternatively, any type of performance measure can also be retrieved by generating response patterns from the probabilistic predictions. To this end, for each target angle, random responses are drawn according to the corresponding PMV. The resulting patterns are then treated in the same way as if they would have been obtained from real psychoacoustic localization experiments. On average, this procedure yields the same results as computing the expectancy values.

In Fig. 3, actual ($A_i$) and predicted ($P_i$) PE and QE are listed for comparison above each panel. Non-local responses, for instance, were more frequent for NH22 and NH62 than for NH15, thus yielding larger QE. The model parameters used for these predictions were derived as follows.

D. Parameterization

The sagittal-plane localization model contains three free parameters, namely, the degree of selectivity, $\Gamma$, the sensitivity, $S_i$, and the motor response scatter, $\varepsilon$. These parameters were optimized in order to yield a model with the smallest prediction residue, $e$, between modeled and actual localization performance.

The actual performance was obtained in experiments (Goupell et al., 2010; Majdak et al., 2010; Majdak et al., 2013b; Majdak et al., 2013c) with human listeners localizing Gaussian white noise bursts with a duration of 500 ms. The targets were presented across the whole lateral range in a virtual auditory space. The listeners, 23 in total and called the pool, had normal hearing (NH) and were between 19 and 46 yrs old at the time of the experiments.

For model predictions, the data were pooled within 20°-wide lateral segments centered at $\phi_k = 0°, \pm 20°, \pm 40°$, etc. The aim was to account for changes of spectral cues, binaural weighting, and compression of the polar angle dimension with increasing magnitude of the lateral angle. If performance predictions were combined from different segments, the average was weighted relative to the occurrence rates of targets in each segment.

Both modeled and actual performance was quantified by means of QE and PE. Prediction residues were calculated for these performance measures. The residues were pooled across listeners and lateral target angles in terms of the root mean square weighted again by the occurrence rates of targets. The resulting residues are called the partial prediction residues, $e_{\text{QE}}$ and $e_{\text{PE}}$.

The optimization problem can be finally described as

$$\{\Gamma_{\text{opt}}, S_{i\text{opt}}, \varepsilon_{\text{opt}}\} = \arg\min_{(\Gamma, S_i, \varepsilon)} e(\Gamma, S_i, \varepsilon), \quad (11)$$

with the joint prediction residue,

$$e(\Gamma, S_i, \varepsilon) = e_{\text{QE}}(\Gamma, S_i, \varepsilon)/\text{QE}^{(e)} + e_{\text{PE}}(\Gamma, S_i, \varepsilon)/\text{PE}^{(e)}.$$  

The chance rates, $\text{QE}^{(e)}$ and $\text{PE}^{(e)}$, result from $p_i = \{0.5\} = 1/ N_{\text{id}}$ and represent the performance of listeners randomly guessing the position of the target. Recall that the sensitivity, $S_i$, is considered a listener-specific parameter, whereas the remaining two parameters, $\Gamma$ and $\varepsilon$, are considered identical for all listeners. $S_i$ was optimized on the basis of targets in the proximity of the median plane ($\pm 30°$) only, because most of the responses were within this range, because listeners’ responses are usually most consistent around the median plane, and in order to limit the computational effort.

Figure 4 shows the joint and partial prediction residues scaled by the minimum residues as functions of either $\Gamma$ or $\varepsilon$. When $\Gamma$ was varied systematically (left panel), $\varepsilon$ and $S_i$ were optimal in terms of yielding minimum $e$ for each tested $\Gamma$. The joint prediction residue was minimum at $\Gamma_{\text{opt}} = 6\,\text{dB}^{-1}$. For $\Gamma < \Gamma_{\text{opt}}$, the functions for both $e_{\text{QE}}$ and $e_{\text{PE}}$ steeply decrease, but for $\Gamma > \Gamma_{\text{opt}}$, the increase is less steep, especially for $e_{\text{QE}}$. For $\varepsilon$ (right panel), $\Gamma$ was fixed to the optimum, $\Gamma_{\text{opt}} = 6\,\text{dB}^{-1}$, and only $S_i$ was optimized for each tested $\varepsilon$. In this case, the functions are more different for the two error types. On the one hand, $e_{\text{PE}}$ as a function of $\varepsilon$ showed a distinct minimum. On the other hand, $e_{\text{QE}}$, as a function of $\varepsilon$ showed less effect for $\varepsilon < 17°$, because for small $\varepsilon$, non-local responses were relatively rare in the baseline condition. The joint metric was minimum at

![FIG. 4. Model parameterization. Partial ($e_{\text{QE}}, e_{\text{PE}}$) and joint ($e$) prediction residues as functions of the degree of selectivity ($\Gamma$) and the motor response scatter ($\varepsilon$). Residue functions are normalized to the minimum residue obtained for the optimal parameter value. See text for details.](image)
\( \varepsilon_{\text{opt}} = 17^\circ \). This scatter is similar to the unimodal response scatter of 17° observed by Langendijk and Bronkhorst (2002).

In conclusion, the experimental data was best described by the model with the parameters set to \( \Gamma = 6 \text{ dB}^{-1} \), \( \varepsilon = 17^\circ \), and \( S \), according to Table I. Table I also lists the actual and predicted performance for all listeners within the lateral range of \( \pm 30^\circ \). On average across listeners, this setting leads to prediction residues of \( \varepsilon_{\text{QE}} = 1.7\% \) and \( \varepsilon_{\text{PE}} = 2.4\% \), and the correlations between actual and predicted listener-specific performance are \( r_{\text{QE}} = 0.97 \) and \( r_{\text{PE}} = 0.84 \). The same parameter setting was used for all evaluations described in Sec. III.

### III. MODEL EVALUATION

Implicitly, the model evaluation has already begun in Sec. II, where the model was parameterized for the listener-specific baseline performance, showing encouraging results. In the present section, we further evaluate the model on predicting the effects of various HRTF modifications. First, predictions are presented for effects of band limitation, spectral warping (Majdak et al., 2013c), and spectral resolution (Goupell et al., 2010) on localization performance. For these studies, listener-specific DTFs, actual target positions, and the corresponding responses were available for all participants. Further, the pool (see Sec. II D) was used to model results of localization studies for which the listener-specific data were not available. In particular, the model was evaluated for the effects of non-individualized HRTFs (Middlebrooks, 1999b), spectral ripples (Macpherson and Middlebrooks, 2003), and high-frequency attenuation in speech localization (Best et al., 2005). Finally, we discuss the capability of the model for target-specific predictions.

#### A. Effect of band limitation and spectral warping

Majdak et al. (2013c) tested band limitation and spectral warping of HRTFs, motivated by the fact that stimulation in cochlear implants (CIs) is usually limited to frequencies up to about 8 kHz. This limitation discards a considerable amount of spectral information for accurate localization in sagittal planes. From an acoustical point of view, all spectral features can be preserved by spectrally warping the broadband DTFs into this limited frequency range. It is less clear, however, whether this transformation also preserves the perceptual salience of the features. Majdak et al. (2013c) tested the performance of localizing virtual sources within a lateral range of \( \pm 30^\circ \) for the DTF conditions broad-band (BB), low-pass filtered (LP), and spectrally warped (W). In the LP condition the cutoff frequency was 8.5 kHz and in the W condition the frequency range from 2.8 to 16 kHz was warped to 2.8 to 8.5 kHz. On average, the 13 NH listeners performed best in the BB and worst in the W condition—see their Fig. 6 (pre-training). In the W condition, the overall performance even approached chance rate.

Model predictions were first evaluated on the basis of the participants’ individual DTFs and target positions. For the median plane, Fig. 5 shows the actual response patterns and the corresponding probabilistic response predictions for an exemplary listener in the three experimental conditions. Resulting performance measures are shown above each panel. The similarity between actual and predicted performance is reflected by the visual correspondence between actual responses and bright areas. For predictions considering also lateral targets, Fig. 6 summarizes the performance statistics of all participants. The large correlation coefficients and small prediction residues observed across all participants are in line with the results observed for the exemplary listener. However, there is a noteworthy discrepancy between actual and predicted local performance in the W condition. It seems that in this condition the actual listeners managed to access spatial cues, which were not considered in the model and allowed them to respond a little more accurately than predicted. For instance, interaural spectral differences might be potential cues in adverse listening conditions (Jin et al., 2004). Figure 6 also shows predictions for the listener pool. The predicted performance was only slightly different from that based on the participants’ individual DTFs and target positions. Thus, modeling on the basis of our listener pool seems to result in reasonable predictions even if the participants’ listener-specific data are unknown. However, the comparison is influenced by the fact that the actual participants are a rather large subset of the pool (13 of 23).

#### B. Effect of spectral resolution

The localization model was also evaluated on the effect of spectral resolution as investigated by Goupell et al. (2010).
This investigation was also motivated by CI listening, because typical CIs suffer from a poor spectral resolution within the available bandwidth due to the spread of electric stimulation. Goupell et al. (2010) simulated CI processing at NH listeners, because CI listeners are hard to test as they usually show large inter-individual differences in pathology. For the CI sound simulation, the investigators used a Gaussian-enveloped tone vocoder. In their experiment I, they examined localization performance in the median lateral range (±10°) with the number of vocoder channels as independent variable. To this end, they divided the frequency range from 0.3 to 16 kHz into 3, 6, 9, 12, 18, or 24 channels equally spaced on a logarithmic frequency scale. As a result, the listeners performed worse, the less channels were used—see their Fig. 3.

Our Fig. 7 shows corresponding model predictions for an exemplary listener in three of the seven conditions. Figure 8 shows predictions pooled across listeners for all experimental conditions. Both the listener-specific and pooled predictions showed a systematic degradation in localization performance with a decreasing number of spectral channels, similar to the actual results. However, at less than nine channels, the predicted local performance approached chance rate whereas the actual performance remained better. Thus, it seems that listeners were able to use additional cues that were not considered in the model.

The actual participants from the present experiment, tested on spectral resolution, were a smaller subset of our pool (8 of 23) than in the experiment from Sec. III A (13 of 23), tested on band limitation and spectral warping. Nevertheless, predictions on the basis of the pool and unspecific target positions were again similar to the predictions based on the participants’ data. This strengthens the conclusion from Sec. III A that predictions are reasonable even when the participants’ listener-specific data are not available.

C. Effect of non-individualized HRTFs

In this section, the model is applied to predict the effect of listening with non-individualized HRTFs, i.e., localizing sounds spatially filtered by the DTFs of another subject. Middlebrooks (1999b) tested 11 NH listeners localizing Gaussian noise bursts with a duration of 250 ms. The listeners were tested with targets spatially encoded by their own set of DTFs and also by up to 4 sets of DTFs from other subjects (21 cases in total). Targets were presented across the whole lateral range, but for the performance analysis in the polar dimension, only targets within the lateral range of ±30° were considered. Performance was measured by means of QE, PE, and the magnitude of elevation bias in local responses. For the bias analysis, Middlebrooks (1999b) excluded responses from upper-rear quadrants with the argumentation that there the lack of precision overshadowed the overall bias. In general, the study found degraded localization performance for non-individualized HRTFs.

Using the model, the performance of each listener of our pool was predicted for the listener’s own set of DTFs and for the sets from all other pool members. As the participants were not trained to localize with the DTFs from others, the target sounds were always compared to the listener’s own internal template set of DTFs. The predicted magnitude of elevation bias was computed as the expectancy value of the local bias averaged across all possible target positions outside the upper-rear quadrants. Figure 9 shows the experimental results replotted from Middlebrooks (1999b) and our model predictions. The statistics of predicted performance represented by means, medians, and percentiles appear to be quite similar to the statistics of the actual performance.

D. Effect of spectral ripples

Studies considered in Secs. III A–III C probed localization by using spectrally flat source signals. In contrast,
Macpherson and Middlebrooks (2003) probed localization by using spectrally ripplesd noises in order to investigate how ripples in the source spectra interfere with directional cues. Ripples were generated within the spectral range of 1 to 16 kHz with a sinusoidal spectral shape in the log-magnitude domain. Ripple depth was defined as the peak-to-trough difference and ripple density as the period of the sinusoid along the logarithmic frequency scale. They tested six trained NH listeners in a dark, anechoic chamber. Targets were 250 ms long and presented via loudspeakers. Target positions ranged across the whole lateral dimension and within a range of ±60° elevation (front and back). Localization performance around the median plane was quantified by polar error rates. The definition of polar errors relied on an ad hoc selective, iterative regression procedure: First, regression lines for responses to baseline targets were fitted separately for front and back; then, responses farther than 45° away from the regression lines were counted as polar errors.

When the ripple density was kept constant at 40 dB and the ripple density was varied between 0.25 and 8 ripples/octave, participants performed worst at densities around 1 ripple/octave—see their Fig. 6. When the ripple density was kept constant at 1 ripple/octave and the ripple depth was varied between 10 and 40 dB, consistent deterioration with increasing depth was observed—see their Fig. 9. Our Fig. 10 summarizes their results pooled across ripples phases (0 and π), because Macpherson and Middlebrooks (2003) did not observe systematic effects of the ripple phase across listeners. Polar error rates were evaluated relative to listener-specific baseline performance. The statistics of these listener-specific baseline performance are shown in the bottom right panel of Fig. 10.

The effect of spectral ripples was modeled on the basis of our listener pool. The iteratively derived polar error rates were retrieved from the probabilistic response predictions by generating virtual response patterns. The model predicted moderate performance for the smallest densities tested, worst performance for ripple densities between 0.5 and 2 ripples/octave, and best performance for the largest densities tested. Further, the model predicted decreasing performance with increasing ripple depth. Thus, the model seems to qualitatively predict the actual results.

The baseline performance of the listeners tested by Macpherson and Middlebrooks (2003) were much better than those predicted for our pool members. It seems that in the free field scenario the trained listeners could use spatial cues that might have been absent in the virtual auditory space considered for the model parameterization (see Sec. II D). Moreover, the localization performance might be degraded by potential mismatches between free-field stimuli filtered acoustically and virtual auditory space stimuli created on the basis of measured HRTFs.

E. Effect of high-frequency attenuation in speech

Best et al. (2005) tested localization performance for monosyllabic words from a broad-band (0.3 to 16 kHz) speech corpus. The duration of those 260 words ranged from 418 to 1005 ms with an average duration of 710 ms. The speech samples were attenuated by either 0, −20, −40, or −60 dB in the stop band. Broad-band noise bursts with a duration of 150 ms served as baseline targets. They tested five NH listeners in a virtual auditory space. All those listeners had prior experience in sound-localization experiments and were selected in terms of achieving a minimum performance threshold. Localization performance was quantified by means of absolute polar angle errors and QE, albeit QE only for a reduced set of conditions. The results showed gradually degrading localization performance with increasing attenuation of high-frequency content above 8 kHz—see their Fig. 10.

Corresponding model predictions were performed for the median plane by using the same speech stimuli. Absolute polar angle errors were computed by expectancy values. Figure 11 compares the model predictions with the actual results. The predictions represent quite well the relative effect of degrading localization performance with increasing attenuation.

The overall offset between their actual and our predicted performance probably results from the discrepancy in

![FIG. 10. Effect of spectral ripples. Actual experimental results (circles) are from Macpherson and Middlebrooks (2003). Predicted results (filled circles) were modeled for our listener pool (squares). Either the ripple depth of 40 dB (top) or the ripple density of 1 ripple/octave (bottom) was kept constant. Ordinates show the listener-specific difference in error rate between a test and the baseline condition. Baseline performance is shown in the bottom right panel. Symbols and whiskers show median values and inter-quartile ranges, respectively. Symbols were horizontally shifted to avoid overlaps. Diamonds show predictions of the model without positive spectral gradient extraction (P w/o PSGE), see Sec. IV A.](image)

![FIG. 11. Effect of high-frequency attenuation in speech localization. Actual experimental results are from Best et al. (2005). Absolute polar angle errors (top) and QE (bottom) were averaged across listeners. Circles and squares show actual and predicted results, respectively. Diamonds with dashed lines show predictions of the model without positive spectral gradient extraction—see Sec. IV A. Dotted horizontal lines represent chance rate.](image)
baseline performance; the listeners from Best et al. (2005) showed a mean QE of about 3% whereas the listeners from our pool showed about 9%. Another potential reason for prediction residues might be the fact that the stimuli were dynamic and the model integrates the spectral information of the target sound over its full duration. This potentially smears the spectral representation of the target sound and, thus, degrades its spatial uniqueness. In contrast, listeners seem to evaluate sounds in segments of a few milliseconds (Hofman and Opstal, 1998) allowing them to base their response on the most salient snapshot.

F. Target-specific predictions

The introduced performance measures assess the model predictions by integrating over a specific range of directions. However, it might also be interesting to evaluate the model predictions in a very local way, namely, for each individual trial obtained in an experiment. Thus, in this section we evaluate the target-specific predictions, i.e., the correspondence between the actual responses and the predicted response probabilities underlying those responses on a trial-by-trial basis. In order to quantitatively compare the correspondence, we used the likelihood analysis (Langendijk and Bronkhorst, 2002).

The likelihood represents the probability that a certain response pattern occurs given a model prediction [see Langendijk and Bronkhorst, 2002, their Eq. (1)]. In our evaluation, the likelihood analysis was used to investigate how well an actual response pattern fits to the model predictions compared to fits of response patterns generated by the model itself. In the comparison, two likelihoods are calculated for each listener. First, the actual likelihood was the log-likelihood of actual responses. Second, the expected likelihood was the average of 100 log-likelihoods of random responses drawn according to the predicted PMVs. The average accounted for the randomness in the model-based generation of response patterns from independently generated patterns. Finally, both actual and expected likelihoods were normalized by the chance likelihood in order to obtain likelihoods independent of the number of tested targets. The chance likelihood was calculated for actual responses given the same probability for all response angles, i.e., given a model without any directional information. Hence, expected likelihoods can range from 0 (model of unique response) to 1 (non-directional model). The actual likelihoods should be similar to the expected likelihoods, and the more consistent the actual responses are across trials, the smaller actual likelihoods can result.

Figure 12 shows the likelihood statistics for all listeners of the pool tested in the baseline condition. Expected likelihoods are shown by means of tolerance intervals with a confidence level of 99% (Langendijk and Bronkhorst, 2002). For 15 listeners, the actual likelihoods were within the tolerance intervals of the expected likelihoods, indicating valid target-specific predictions; examples were shown in Fig. 3. For eight listeners, the actual likelihoods were outside the tolerance intervals indicating a potential issue in the target-specific predictions. From the PMVs of those latter eight listeners, three types of issues can be identified. Figure 13 shows examples for each of the three types in terms of PMVs and actual responses from exemplary listeners. NH12 and NH16, listeners of the first type (left panel), responded too seldom at directions for which the model predicted a high probability. A smaller motor response scatter, ε, might be able to better represent such listeners, suggesting listener-specific ε. On the other hand, NH39, NH21, and NH72, listeners of the second type (center panel), responded too often at directions for which the model predicted a low probability. These listeners actually responded quite inconsistently, indicating some procedural uncertainty or inattention during the localization task, an effect not captured by the model. NH18, NH41, and NH43, listeners of the third type, responded quite consistently for most of the target angles, but for certain regions, especially in the upper-front quadrant, actual responses clearly deviate from high probability regions.

The reasons for such deviations are unclear, but it seems that the spectro-to-spatial mapping is incomplete or misaligned somehow.

In summary, for about two-thirds of the listeners, the target-specific predictions were similar to actual localization responses in terms of likelihood statistics. For one-third of the listeners, the model would gain from more individualization, e.g., a listener-specific motor response scatter and the consideration of further factors, e.g., a spatial weighting accounting for a listener’s preference of specific directions. In general, it is noteworthy that the experimental data we used here might not be appropriate for the current analysis. One big issue might be, for instance, that the participants
were not instructed where to point when they were uncertain about the position. Some listeners might have used the strategy to point simply to the front and others might point to a position randomly chosen from case to case. The latter strategy is most consistent with the model assumption. Further, the likelihood analysis is very strict. A few actual responses being potentially outliers can have a strong impact on the actual likelihood, even in cases where most of the responses are in the correctly predicted range. Our performance measures considering a more global range of directions seem to be more robust to such outliers.

IV. EVALUATION AND DISCUSSION OF PARTICULAR MODEL COMPONENTS

The impact of particular model components on the predictive power of the model is discussed in the following. Note that modifications of the model structure require a new calibration of the model’s internal parameters. Hence, the listener-specific sensitivity, $S_i$, was recalibrated according to the parameterization criterion in Eq. (11) in order to assure optimal parameterization also for modified configurations.

A. Positive spectral gradient extraction

Auditory nerve fibers from the cochlea form synapses in the cochlear nucleus for the first time. In the cat DCN, tonotopically adjacent fibers are interlinked and form neural circuits sensitive to positive spectral gradients (Reiss and Young, 2005). This sensitivity potentially makes the coding of spectral spatial cues more robust to natural macroscopic variations of the spectral shape. Hence, positive spectral gradient extraction should be most important when localizing spectrally non-flat stimuli like, for instance, rippled noise bursts (Macpherson and Middlebrooks, 2003) or speech samples (Best et al., 2013).

To illustrate the role of the extraction stage in the proposed model, both experiments were modeled with and without the extraction stage. In the condition without extraction stage, the $L_1$-norm was replaced by the standard deviation (Middlebrooks, 1999b; Langendijk and Bronkhorst, 2002; Baumgartner et al., 2013) because overall level differences between a target and the templates should not influence the distance metric. With the extraction stage, overall level differences are ignored by computing the spectral gradient. Figure 10 shows the effect of ripple density for model predictions either with or without extraction stage. The model without extraction stage (dashed lines) predicted the worst performance for densities smaller or equal than 0.75 ripples/octave and a monotonic performance improvement with increasing density. This deviates from the actual results from Macpherson and Middlebrooks (2003) and the predictions obtained by the model with extraction stage, both showing improved performance for macroscopic ripples below 1 ripple/octave. This deviation is supported by the correlation coefficient calculated for the 14 actual and predicted median polar error rates. The coefficient decreased from 0.89 to 0.73 when removing the extraction stage. Figure 11 shows a similar comparison for speech samples. The model with extraction stage predicted a gradual degradation with increasing attenuation of high frequency content, whereas the model without extraction stage failed to predict this gradual degradation; predicted performance was close to chance performance even for the broad-band speech. Thus, the extraction of positive spectral gradients seems to be an important model component in order to obtain plausible predictions for various spectral modifications.

Band limitation in terms of low-pass filtering is also a macroscopic modification of the spectral shape. Hence, the extraction stage should have a substantial impact on modeling localization performance for low-pass filtered sounds. In Baumgartner et al. (2013), a model was used to predict the experimental results for band-limited sounds from Majdak et al. (2013c). For that purpose, the internal bandwidth considered in the comparison process was manually adjusted according to the actual bandwidth of the stimulus. This means that prior knowledge of stimulus characteristics was necessary to parameterize the model. In the proposed model, the extraction stage is supposed to automatically account for the stimulus bandwidth. To test this assumption, model predictions for the experiment from Majdak et al. (2013c) were performed by using four different model configurations: With or without extraction stage and with or without manual bandwidth adjustment. Table II lists the resulting partial prediction residues. Friedman’s analysis of variance was used to compare the joint prediction residues, $e$, between the four model configurations. The configurations were separately analyzed for each experimental condition (BB, LP, and W). The differences were significant for the LP ($\chi^2 = 19.43, p < 0.001$) condition, but not significant for the BB ($\chi^2 = 5.77, p = 0.12$) and W ($\chi^2 = 2.82, p = 0.42$) conditions. The Tukey’s honestly significant difference post hoc test showed that in the LP condition the model without extraction stage and without manual adjustment performed significantly worse than all other model configurations ($p < 0.05$). In contrast, the model with the extraction stage and without manual adjustment yielded results similar to the models with adjustment ($p \gg 0.05$). This shows the relevance of extracting positive spectral gradients in a sagittal-plane localization model in terms of automatic bandwidth compensation.

B. Sensorimotor mapping

The sensorimotor mapping stage addresses the listeners’ sensorimotor uncertainty in a pointing task. For instance, two spatially close DTFs might exhibit quite large spectral

| Table II. The effects of model configurations on the prediction residues. |
|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
|                  |                  |                  |                  |                  |                  |                  |
|                  | PSGE             | MBA              | LP               | W                |
|                  |                  |                  |                  |                  |                  |                  |
|                  | $\epsilon_{PE}$  | $\epsilon_{QE}$  | $\epsilon_{PE}$  | $\epsilon_{QE}$  | $\epsilon_{PE}$  | $\epsilon_{QE}$  |
| Yes              | 3.4             | 2.9             | 4.5             | 7.6             | 6.2             | 7.7             |
| Yes              | 3.4             | 2.9             | 5.6             | 7.8             | 4.8             | 7.4             |
| No               | 2.1             | 2.8             | 10.1            | 23.9            | 5.3             | 12.6            |
| No               | 2.1             | 2.8             | 3.9             | 7.7             | 5.3             | 8.1             |
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differences. However, even though the listener might perceive the sound at two different locations, he/she would unlikely be able to consistently point to two different directions because of a motor error in pointing the direction. In general, this motor error also increases in the polar dimension with increasing magnitude of the lateral angle.

The importance of the sensorimotor mapping stage is demonstrated by comparing baseline predictions with and without response scatter, i.e., $\epsilon=17^\circ$ and $\epsilon=0^\circ$, respectively. Baseline performance was measured as a function of the lateral angle and results were pooled between the left- and right-hand side. Figure 14 shows that the actual performance was worse at the most lateral angles. The performance predicted with the model including the mapping stage followed this trend. The exclusion of the mapping stage, however, degraded the prediction accuracy; prediction residues rose from $e_{PE}=3.4^\circ$ to $e_{PE}=5.5^\circ$ and $e_{QE}=3.4^\circ$ to $e_{QE}=3.9^\circ$, and correlation coefficients dropped from $r_{PE}=0.72$ to $r_{PE}=0.64$ or stayed the same in the case of QE ($r_{QE}=0.81$). Figure 14 further shows that the exclusion particularly degraded the local performance predictions for most lateral directions. Hence, the model benefits from the sensorimotor mapping stage especially for predictions beyond the median plane.

### C. Binaural weighting

Several studies have shown that the monaural spectral information is weighted binaurally according to the perceived lateral angle (Morimoto, 2001; Hofman and Van Opstal, 2003; Macpherson and Sabin, 2007). It remained unclear, however, whether the larger weighting of the ipsilateral information is beneficial in terms of providing more spectral cues or whether it is simply the larger gain that makes the ipsilateral information more reliable. We investigated this question by performing baseline predictions for various binaural weighting coefficients, $\Phi$. Three different values of $\Phi$ were compared, namely, $\Phi=13^\circ$ according to the optimal binaural weighting coefficient found in Sec. II D, and $\Phi \rightarrow \pm 0^\circ$ meaning that only the ipsilateral resp. contralateral information is considered.

Table III shows the prediction residues, correlation coefficients, and predicted average performance for the three configurations. The differences between configurations are surprisingly small for all parameters. The negligible differences of residues and correlations show that realistic binaural weighting is rather irrelevant for accurate model predictions, because the ipsi- and contralateral ear seem to contain similar spatial information. The small differences in average performance also indicate that, if at all, the contralateral path provides only little less spectral cues than the ipsilateral path. Consequently, a larger ipsilateral weighting seems to be beneficial mostly in terms of larger gain.

### V. CONCLUSIONS

A sagittal-plane localization model was proposed and evaluated under various experimental conditions, testing localization performance for single, motionless sound sources with high-frequency content at moderate intensities. In total, predicted performance correlated well with actual performance, but the model tended to underestimate local performance in very challenging experimental conditions. Detailed evaluations of particular model components showed that (1) positive spectral gradient extraction is important for localization robustness to spectrally macroscopic variations of the source signal, (2) listeners’ sensorimotor mapping is relevant for predictions especially beyond the median plane, and (3) contralateral spectral features are only marginally less pronounced than ipsilateral features. The prediction results demonstrated the potential of the model for practical applications, for instance, to assess the quality of spatial cues for the design of hearing assistive devices or surround-sound systems (Baumgartner et al., 2013).

However, there are several limitations of the current model. To name a few, the model cannot explain phase effects on elevation perception (Hartmann et al., 2010). Also the effects of dynamic cues like those resulting from moving sources or head rotations were not considered (Vliegen et al., 2004; Macpherson, 2013). Furthermore, the gammatone filterbank used to approximate cochlear filtering is linear and thus, the present model cannot account for known effects of sound intensity (Vliegen and Opstal, 2004). Future work will also need to be done in the context of modeling dynamic aspects of plasticity due to training (Hofman et al., 1998; Majdak et al., 2010, 2013c) or the influence of cross-modal information (Lewald and Getzmann, 2006).

The present model concept can serve as a starting point to incorporate those features. The first steps, for instance, toward modeling effects of sound intensity, have already been taken (Majdak et al., 2013a). Reproducibility is inevitable in order to reach the goal of a widely applicable model. Thus,

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$\epsilon_{PE}$</th>
<th>$\epsilon_{QE}$</th>
<th>$r_{PE}$</th>
<th>$r_{QE}$</th>
<th>$PE$</th>
<th>$QE$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binaural</td>
<td>3.4$^\circ$</td>
<td>3.4$^\circ$</td>
<td>0.72</td>
<td>0.81</td>
<td>32.6$^\circ$</td>
<td>9.4$^\circ$</td>
</tr>
<tr>
<td>Ipsilateral</td>
<td>3.4$^\circ$</td>
<td>3.4$^\circ$</td>
<td>0.72</td>
<td>0.80</td>
<td>32.5$^\circ$</td>
<td>9.2$^\circ$</td>
</tr>
<tr>
<td>Contralateral</td>
<td>3.3$^\circ$</td>
<td>4.7$^\circ$</td>
<td>0.71</td>
<td>0.77</td>
<td>32.6$^\circ$</td>
<td>10.6$^\circ$</td>
</tr>
</tbody>
</table>
the implementation of the model (baumgartner2014) and the modeled experiments (exp_baumgartner2014) are provided in the Auditory Modeling Toolbox (Søndergaard and Majdak, 2013).
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