A 3D MODEL TO SIMULATE VIBRATIONS IN A LAYERED MEDIUM WITH STOCHASTIC MATERIAL PARAMETERS
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A major problem for the simulation of the propagation of vibrations in ground layers is the fact that it is almost impossible to determine the material parameters needed for a numerical model exactly. In this work, we present a 3D-model for layered soil, where in each layer the shear modulus is modeled as a stochastic process. Using the Karhunen Loeve expansion, the polynomial chaos expansion, and the Fourier transform, the stochastic system can be transformed into a linear system of equations in the wavenumber frequency domain. Unfortunately, the size of this system becomes very large and - contrary to a deterministic system - the stochastic system can no longer be decoupled for every wavenumber in the spatial Fourier domain. To solve this system efficiently, we propose an iteration procedure where the system is split into a deterministic and a stochastic part.

As an external load on top of the ground, we use a vibrating box load moving along the x-axis. We discuss implementational details and present simulation results.

Keywords: Stochastic finite elements, soil model, moving loads

1. Introduction

There is a wide range of numerical models to predict the propagation of vibrations in ground layers (see for example 1,2,3,4). The major problem for soil models is the fact that material parameters for the medium are not known exactly. Often these parameters are determined based on small measured samples, which are not able to give an exact impression of the soil5. If only small variations of the material parameters are allowed, models based on perturbation theory can be used. But such models neglect a randomness in the solution caused by a large randomness in the material parameters 5,6. Alternative approaches are models based on the Monte Carlo method, or models based on stochastic finite elements6, which will be the basis for our method (see also Xiu7 for a review of numerical methods for stochastic computations).

In this paper, we introduce an approach that is based on the idea of stochastic finite elements5. One of the material parameters (the shear modulus) is modeled as a stochastic process8. It is assumed that the shear modulus \( G \) has a mean value \( G_0(z) \), which only depends on the depth \( z \). Additionally, the covariance of \( G \) is given by a bounded function \( C(x_1, x_2) \), which is scaled by a constant factor \( G_s \). This factor is introduced to simplify notation and implementation. \( G \) is expanded into a series of orthogonal random variables.

\[ \text{We only assume the shear modulus } G \text{ to be stochastic; the idea can easily be expanded to the mass density.} \]
ξ_ℓ(θ) and deterministic functions f_ℓ(x, y) using the Karhunen Loeve expansion (KLE). The unknown displacements, which are also stochastic, are expanded using the polynomial chaos expansion (PCE).

Starting from a variational formulation of the problem, a linear system of equations is derived by dividing the soil into thin layers and by making a finite-element-like ansatz with respect to the depth z for the unknown displacements in the x, y and z directions. After a variation in each of these layers, the unknown functions are expanded using the PCE, and the system is projected onto the space spanned by finitely many chaos polynomials. A Fourier transform with respect to the horizontal spatial coordinates and time is made, and a linear system can be derived for given grid points in the transformed domain. On top of the soil, a vibrating load that moves along the x-axis with a velocity v is applied.

As the size of the linear system is too big to be solved directly, an iteration is used. The system is split into a deterministic part, which has a sparse block diagonal system matrix K_d, and a stochastic part represented by a dens matrix K_s. A LU-decomposition of K_d can be done efficiently because of its sparse structure. Thus the solution is calculated using an iteration: K_d ˆx_n = ˆb_{Ext} − K_s ˆx_{n−1} with K_d ˆx_0 = ˆb_{Ext}.

This paper is an extension of a former paper⁸ to 3D. Additionally, we discuss the use of a moving load as an excitation force on top of the soil and look more detailed on the generation of the linear system. We only give a brief introduction of the main stochastic tools, and concentrate more on practical issues, the implementation of a moving load and the linear system of equations. The paper is organized as follows: The main differential equation is described in Section 2. In Section 3, a short overview of the two stochastic expansions KLE and PCE are given. As these two expansions have a direct influence on the size of the linear system of equations, we introduce an iteration procedure to solve the system efficiently, which is described in Section 4. Finally, we discuss some implementational issues in Section 5, and also present results for an example.

2. Problem formulation
The governing equation can be derived by setting the variance of the total energy of the system to zero, i.e.

\[ \delta \left( \sum_{n=1}^{N} \Pi_n \right) = 0, \]  

where \( \Pi_n \) is the total energy in one single layer starting at depth \( z_n \), with width \( d \) and density \( \rho \). If we denote the vector of the displacements in the x, y and z directions by \( \tilde{u} = (u, v, w) \), and the vector containing the stresses and strains as \( \sigma \) and \( \varepsilon \), \( \Pi_n \) can be formulated as:
\[ \Pi_n = \int_{x,y,t=-\infty}^{x,y,t=\infty} \left( \int_{z=z_n}^{z=+d} \sigma^T \varepsilon + \rho \left( \frac{\partial}{\partial t} \tilde{u} \right)^2 \right) dz + f_{\text{Ext}} w|_{z=0} dt \, dy \, dx = \]
\[ = \int_{t,x,y} \int_{z=-\infty}^{z=\infty} \frac{2(1-\nu)}{1-2\nu} G(\theta) \left( (\frac{\partial u}{\partial x})^2 + (\frac{\partial v}{\partial y})^2 + (\frac{\partial w}{\partial z})^2 \right) + \]
\[ + \frac{4\nu}{1-2\nu} G(\theta) \left( \frac{\partial u}{\partial x} \frac{\partial v}{\partial y} + \frac{\partial v}{\partial y} \frac{\partial w}{\partial z} + \frac{\partial u}{\partial x} \frac{\partial w}{\partial z} \right) + \]
\[ + G(\theta) \left( \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} \right)^2 + \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial z} \right)^2 \right) - \]
\[ - \rho \left( \left( \frac{\partial u}{\partial t} \right)^2 + \left( \frac{\partial v}{\partial t} \right)^2 + \left( \frac{\partial w}{\partial t} \right)^2 \right) dz - 2 f_{\text{Ext}} w|_{z=0} dt \, dy \, dx. \tag{2} \]

The material is assumed to be isotropic, the shear modulus \( G(\theta) \) is dependent on the stochastic variable \( \theta \). The Poisson ratio \( \nu \) and the density \( \rho \) are deterministic variables. On top of the layered soil (at \( z = 0 \)), we assume an external force \( f_{\text{Ext}} \) pointing downwards.

Under the last layer, a (non stochastic) half space with appropriate boundary conditions (\( \tilde{u} \to 0 \) as \( z \to \infty \)) is added to prevent unwanted reflections in the \( z \)-direction as \( z \to \infty \). The half space is assumed to have deterministic material parameters. Thus the displacements can be formulated with the help of the following potentials:\n
\[ \Phi = A_1 e^{\lambda_1 z} + A_2 e^{-\lambda_1 z} \]
\[ \Psi^{[1]} = B_1 e^{\lambda_2 z} + B_2 e^{-\lambda_2 z} \]
\[ \Psi^{[2]} = C_1 e^{\lambda_2 z} + C_2 e^{-\lambda_2 z} \]

with

\[ \lambda_1 = -i \sqrt{\frac{\omega^2}{c_1^2} - k_x^2 - k_y^2}, \quad c_1 = \sqrt{\frac{\lambda+2\mu}{\rho}} \]
\[ \lambda_2 = -i \sqrt{\frac{\omega^2}{c_2^2} - k_x^2 - k_y^2}, \quad c_2 = \sqrt{\frac{\mu}{\rho}}, \]

where \( i^2 = -1 \), and \( \lambda, \mu \) and \( \rho \) are the material parameters. The unknown \( A_1, A_2, B_1, B_2, C_1 \) and \( C_2 \) are determined by the boundary conditions for the half space layer. The radiation condition implies that the exponential terms with positive exponent (i.e. those for which the exponential function does not decline for \( z \to \infty \)) should not contribute to the solution, or in other words the far field components have to be zero. This is achieved by setting the appropriate coefficients in Eqs. (3) to (5) to zero.

The coupling of the half space to the layered soil is achieved through continuity conditions at the layer boundary. Please note that even though the shear modulus \( G \) of the
half space does not depend on the stochastic parameter, the displacements still have to be expanded using the PCE.

To transform Eq. (2) into a linear system of equations, we divide the soil into thin layers, and the unknown displacements $u, v$ and $w$ are approximated with a polynomial basis $\phi = (\phi_0(z), \ldots, \phi_M(z))^T$ (in our example we use 2nd order B-splines)

$$u(x, y, z, t, \theta) \approx \sum_{i=0}^{M} u_i(x, y, t, \theta) \phi_i(z) = \phi^T u,$$

$$v(x, y, z, t, \theta) \approx \sum_{i=0}^{M} v_i(x, y, t, \theta) \phi_i(z) = \phi^T v,$$

$$w(x, y, z, t, \theta) \approx \sum_{i=0}^{M} w_i(x, y, t, \theta) \phi_i(z) = \phi^T w.$$  \hspace{1cm} (6)

Variation with respect to the unknowns $u_i, v_i$ and $w_i$ in Eq. (6) transforms Eq. (2) into a system of $3(M+1)$ equations which is dependent on the horizontal coordinates $x$ and $y$, the time $t$, and the stochastic parameter $\theta$. In compact notation, this system can be written as

$$\frac{\partial}{\partial x} \left( \frac{2(1-\nu)}{1-2\nu} G(\theta) \phi \frac{\partial u}{\partial x} + \frac{2\nu G(\theta)}{1-2\nu} \left( \phi \frac{\partial v}{\partial y} + \phi' \frac{\partial w}{\partial x} \right) \right) +$$

$$+ \phi \frac{\partial}{\partial y} \left( G(\theta) \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \right) + G(\theta) \left( \phi u + \phi' w \right) - \rho \phi \frac{\partial^2}{\partial t^2} u = 0$$

$$\frac{\partial}{\partial y} \left( \frac{2(1-\nu)}{1-2\nu} G(\theta) \phi \frac{\partial v}{\partial y} + \frac{2\nu G(\theta)}{1-2\nu} \left( \phi \frac{\partial u}{\partial x} + \phi' \frac{\partial w}{\partial x} \right) \right) +$$

$$+ \phi \frac{\partial}{\partial x} \left( G(\theta) \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) \right) + G(\theta) \left( \phi v + \phi' w \right) - \rho \phi \frac{\partial^2}{\partial t^2} v = 0$$

$$\frac{\partial}{\partial x} \left( G(\theta) \phi' \frac{\partial u}{\partial x} + G(\theta) \phi \frac{\partial w}{\partial x} \right) + \frac{\partial}{\partial y} \left( G(\theta) \phi' \frac{\partial v}{\partial y} + G(\theta) \phi \frac{\partial w}{\partial y} \right) -$$

$$- \frac{2\nu G(\theta)}{1-2\nu} \left( \phi \frac{\partial u}{\partial x} + \phi' \frac{\partial v}{\partial y} \right) + \frac{2(1-\nu)}{1-2\nu} G(\theta) \phi w - \rho \phi \frac{\partial^2}{\partial t^2} w = f_{\text{Ext}}(\phi(0)), \hspace{1cm} (7)$$

where the entries\(^b\) of the matrices $\Phi, \Phi'$ and $\bar{\Phi}$ are defined by $[\Phi]_{ij} = \int_{z=z_n}^{z_n+d} \phi_i(z) \phi_j(z) dz$, $[\Phi']_{ij} = \int_{z=z_n}^{z_n+d} \phi_i(z) \frac{d\phi_j}{dz}(z) dz$ and $[\bar{\Phi}]_{ij} = \int_{z=z_n}^{z_n+d} \frac{d\phi_i}{dz}(z) \frac{d\phi_j}{dz}(z) dz$. $\phi$ is the vector of the shape functions $\phi_j(z)$, $u = (u_0, \ldots, u_M)^T, v = (v_0, \ldots, v_M)^T$, and $w = (w_0, \ldots, w_M)^T$. With the subdivision into different horizontal layers it is also possible to use material parameters that are dependent on the depth $z$.

\(^b\)[A]_{ij} denotes the entry in the $i$-th row and the $j$-th column of a matrix $A$. 

3. Stochastic Expansions

3.1. Karhunen Loeve Expansion (KLE)

With the KLE\cite{6,10,11,12}, it is possible to expand a random process with a known covariance function into a linear combination of normalized uncorrelated random variables $\xi_\ell(\theta)$ and deterministic functions dependent on the horizontal coordinates. It is also known that the $n$-term KLE approximation has minimizing error properties\cite{6}. The stochastic shear modulus $G$ is assumed to be complex valued, which allows modeling of damping effects. It has a mean value $G_0(z)$, which is only dependent on the depth $z$, and a bounded covariance function. The covariance function is assumed to be given by a real value function $C(x_1, x_2)$ multiplied with a constant scaling factor $G_s$, which can be complex. Using these assumptions, the KLE can be applied to $C(x_1, x_2)$, and $G$ can be expanded into:

$$G(x, y, z, \theta) = G_0(z) + G_s \sum_{\ell=0}^{\infty} \sqrt{\lambda_\ell} f_\ell(x, y) \xi_\ell(\theta). \quad (8)$$

$\lambda_\ell$ and $f_\ell$ are the eigenvalues and (orthonormal) eigenfunctions of $C(x_1, x_2)$, $x_1, x_2 \in \mathbb{R}^2$, and are given by the solution of the Fredholm equation

$$\int_{\mathbb{R}^2} C(x_1, x_2) f_\ell(x_2) dx_2 = \lambda_\ell f_\ell(x_1). \quad (9)$$

Moreover, if the random process is Gaussian, $\xi_\ell(\theta)$ are independent Gaussian distributed random variables.

There are several methods to solve Eq. (9). For some distributions, an analytical solution can be found, but in most cases, the eigenpairs have to be calculated numerically\cite{6,11,13}.

3.2. Polynomial Chaos Expansion

For the unknown displacements, the polynomial chaos expansion (PCE)\cite{6,14,15,16} is used. It was originally defined by Wiener\cite{17}, and allows an expansion of square integrable random functions into a series of Hermite polynomials $\Gamma_j$, which form an orthogonal set with respect to Gaussian normal distribution, i.e. $\langle \Gamma_i, \Gamma_j \rangle = E(\Gamma_i \Gamma_j) = \int_{-\infty}^{\infty} \Gamma_i \Gamma_j e^{-\xi^2/2} d\xi = 0$ for $i \neq j$\cite{6}. It can be shown that the PCE converges for arbitrary random functions with finite second-order moments; however an optimal exponential convergence rate can only be expected for Gaussian random functions\cite{16}. Later, the theory of PCE was expanded to also guarantee exponential convergence rates also for certain non-Gaussian distributions (generalized PCE, Askey PCE)\cite{15,16}.
Using the PCE, the unknown displacements can be further expanded into

\[
\begin{align*}
    u(x, y, z, t, \theta) & \approx \sum_{i=0}^{M} \sum_{j=0}^{N} u_{ij}(x, y, t) \phi_i(z) \Gamma_j(\xi) = \phi^T U \Gamma, \\
v(x, y, z, t, \theta) & \approx \sum_{i=0}^{M} \sum_{j=0}^{N} v_{ij}(x, y, t) \phi_i(z) \Gamma_j(\xi) = \phi^T V \Gamma, \\
w(x, y, z, t, \theta) & \approx \sum_{i=0}^{M} \sum_{j=0}^{N} w_{ij}(x, y, t) \phi_i(z) \Gamma_j(\xi) = \phi^T W \Gamma,
\end{align*}
\]

where \( \xi \) is the vector of random variables \( \xi \ell \) from the KLE. The length \( N \) of the PCE is dependent on the maximum order of chaos polynomials and the expansion length of the KLE.

In general, there are two possible ways to calculate the unknown coefficients \( u_{ij}, v_{ij} \) and \( w_{ij} \) in Eq. (10). Berveille et. al\(^{18} \) describe a non intrusive approach, which uses a combination of sampling and least square solutions to determine the unknown coefficients. In our model, a direct (intrusive) approach using projections of the system onto the space spanned by the \( \Gamma_j \) (see also Ghanem and Spanos\(^{6} \)) is used. This approach has the advantage that no sampling is necessary, but, on the other hand, the size of the system matrix gets larger.

4. The Linear System of Equations

To transform Eq. (7) into a linear system of equations, the KLE is applied to the shear modulus, and the unknown displacements are expanded using the PCE (see Eq. (10)). The system is then projected onto the space spanned by all chaos polynomials. With the Fourier transform with respect to the spatial coordinates \( x \) and \( y \) and the time \( t \), all derivative operators are transformed into simple multiplication operators. As a final step, the \( (k_x, k_y) \)-domain is discretized with an equidistant collocation grid \((k_x, k_y)\).

With the KLE (Eq. (8)), it is possible to split the shear modulus into a deterministic part containing only the mean value \( G_0 \) and a stochastic part containing the rest. In the same way, it is possible to split the whole system into a deterministic and a stochastic part

\[
\begin{align*}
    G_0 A_{d1}^1(\hat{U}, \hat{V}, \hat{W}) + G_s \sum_{\ell} \left( A_{\ell}^{[1]}(\hat{U}) + A_{\ell}^{[2]}(\hat{V}) + A_{\ell}^{[3]}(\hat{W}) \right) - \rho \omega^2 \Phi \hat{U} D \Gamma &= 0, \\
    G_0 A_{d2}^2(\hat{U}, \hat{V}, \hat{W}) + G_s \sum_{\ell} \left( A_{\ell}^{[4]}(\hat{U}) + A_{\ell}^{[5]}(\hat{V}) + A_{\ell}^{[6]}(\hat{W}) \right) - \rho \omega^2 \Phi \hat{V} D \Gamma &= 0, \\
    G_0 A_{d3}^3(\hat{U}, \hat{V}, \hat{W}) + G_s \sum_{\ell} \left( A_{\ell}^{[7]}(\hat{U}) + A_{\ell}^{[8]}(\hat{V}) + A_{\ell}^{[9]}(\hat{W}) \right) - \rho \omega^2 \Phi \hat{W} D \Gamma &= \hat{F}_{\text{Ext}},
\end{align*}
\]

where \( \hat{U}, \hat{V} \) and \( \hat{W} \) contain the Fourier coefficients of \( U, V \) and \( W \). \( D \Gamma = \text{diag}(\mathbb{E}(\Gamma_0^2), \ldots, \mathbb{E}(\Gamma_N^2)) \) is a diagonal matrix containing the expectation of \( \Gamma_i^2 \). The entries of \( \hat{F}_{\text{ext}} \) are given by \( \hat{F}_{\text{Ext}}(k_x, k_y) = f_{\text{Ext}}(k_x, k_y) \cdot \phi_i(0) \cdot \mathbb{E}(\Gamma_j) \), where \( f_{\text{Ext}} \) is the external load.
function. For a detailed description of $A^{[i]}$ and $A^{[j]}$, please refer to Appendix A. Because of the orthogonality of the chaos polynomials, and the fact that $\Gamma_0 \equiv c$ (a polynomial of degree 0), we get $E(\Gamma_j) = E(1 \cdot \Gamma_j) = \frac{1}{c}E\langle \Gamma_0, \Gamma_j \rangle = 0$ for $j > 0$, and $\hat{F}_{\text{Ext}}$ is thus sparse and can be reduced to a vector.

As traffic induced noise and vibrations are a major problem, a lot of different models for moving loads exist\textsuperscript{19,20,21,22}. In our approach, the load can either be modeled with a point load, or with a boxed load moving with velocity $v$ along the $x$ axis. It is assumed that the load oscillates with a frequency $\omega_0$.

A point load with strength $P$ is given by

$$f_{\text{Ext}}(x, y, t) = P \delta(x - vt) \delta(y) \cos(2\pi \omega_0 t),$$

(12)

the box load with length $b_1$ and width $b_2$ is modeled by

$$f_{\text{Ext}}(x, y, t) = \frac{P}{b_1 b_2} \Pi \left( \frac{x - vt}{b_1} \right) \Pi \left( \frac{y}{b_2} \right) \cos(2\pi \omega_0 t),$$

(13)

where $\delta(x)$ denotes the Dirac delta functional, and the function $\Pi$ is defined as

$$\Pi(x) = \begin{cases} 0 & |x| > \frac{1}{2} \\ \frac{1}{2} & |x| = \frac{1}{2} \\ 1 & |x| < \frac{1}{2} \end{cases}.$$

The “stochastic part” of the system contains the eigenfunctions $f_\ell(x, y)$ and the variables $\xi(\theta)$ (see Eq. (8)), which couples the system for all wavenumbers and all chaos polynomials. For example $A^{[i]}_{\ell}$ is given by:

$$[A^{[i]}_\ell(\hat{U}(k_x, k_y))]_{ij} = \frac{2(1-\nu)}{1-2\nu} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_x k'_x \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \Phi \hat{U}(k'_x, k'_y) \Gamma_i \right]_{ij} dk'_x dk'_y +$$

$$+ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_y k'_y \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \Phi \hat{U}(k'_x, k'_y) \Gamma_i \right]_{ij} dk'_x dk'_y -$$

$$- \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \Phi \hat{U}(k'_x, k'_y) \Gamma_i \right]_{ij} dk'_x dk'_y. \quad (14)$$

$\hat{f}_\ell(k_x, k_y)$ are the Fourier transforms of the KLE-eigenfunctions $f_\ell(x, y)$, $[\Gamma_i]_{ij}$ is given by the expectation of the product $\xi_\ell \cdot \Gamma_i \cdot \Gamma_j$, where $\xi_\ell$ and $\Gamma_i$ are defined in Eqs. (8) and (10).

The deterministic part, on the other hand, can be decoupled for every wavenumber $k_x$ and $k_y$, and for every chaos polynomial $\Gamma_i$, because no convolution is necessary, and the orthogonality of the chaos polynomials can be used. For example, the analog expression for


\[ A^{[1]}_\ell(\hat{U}(k_x, k_y)) \text{ in the deterministic part is simply given by} \]

\[
\left( \frac{2(1 - \nu)}{1 - 2\nu} k_x^2 \Phi + k_y^2 \Phi - \bar{\Phi} \right) \hat{U}(k_x, k_y) D \Gamma, \quad (15)
\]

which can be derived independently for every \( k_x \) and \( k_y \).

The system of equations Eq. (11) can be transformed into a linear system by discretizing the horizontal wavenumber plane \((k_x, k_y)\) and reordering, which leads to \((K_d + K_s) \hat{x} = \hat{b}_{\text{ext}}\). The vector \( \hat{x} \) contains the unknown \( \hat{u}_{ij}(k_x, k_y), \hat{v}_{ij}(k_x, k_y) \) and \( \hat{w}_{ij}(k_x, k_y) \), \( \hat{b}_{\text{Ext}} \) is the reordered version of \( \hat{F}_{\text{Ext}} \). \( K_d \) contains the deterministic parts, and has a block tridiagonal structure. Unfortunately, \( K_s \) is densely populated and its size is given by the product of

- the number of FE ansatz functions \( \phi_i(z) \),
- the expansion length of the KLE,
- the expansion length of the PCE,
- the number of grid points \( k_x \) and \( k_y \) used in the discretization of the system.

Even for small lengths of the stochastic expansions and a small number of discretization nodes \((k_x, k_y)\), the stochastic matrix \( K_s \) gets very large, mainly because of the convolution of the eigenfunctions from the KLE and the unknown displacements. A direct solution of the system is no longer feasible.

Instead we propose an iteration procedure. As already mentioned, it is possible to decouple the deterministic part (and therefore \( K_d \)) into subsystems with much smaller matrices which are only dependent on the number of FE layers and the type of the \( \phi_i(z) \). A decomposition of these submatrices can be done efficiently with numerical schemes adapted to the block tridiagonal structure of the matrix (see for example Ganserter\(^{23}\)).

The stochastic matrix \( K_s \) is drawn onto the right hand side and the system is solved using an iteration:

\[
K_d \hat{x}_0 = \hat{b}_{\text{Ext}}
\]

\[
K_d \hat{x}_n = \hat{b}_{\text{Ext}} - K_s \hat{x}_{n-1} \text{ for } n > 0. \quad (16)
\]

There is no need to derive the matrix \( K_s \) explicitly, since only products of this matrix with a vector \( x \) are needed. To ensure the convergence of the iteration, it is sufficient that \( G_s / G_0 < 1 \), which is the case in realistic scenarios. This can easily be seen by reformulating Eq. (16) into \( \hat{x}_n = \sum_{i=0}^n (-K_d^{-1}K_s)^i \hat{x}_0 \).

5. Implementational Details

It is clear that for a practical application, some modifications and simplifications have to be made. For the calculation of the eigenfunctions \( f_i(x, y) \) of the Fredholm equation used in the KLE (Eq. (8)), a similar approach to the one in Ghanem and Spanos’ book\(^6\) is used. The integral of the Fredholm equation Eq. (9) is restricted to the finite interval
[-a, a] = [-a_x, a_x] \times [-a_y, a_y]. To numerically calculate the eigenfunctions and eigenvalues for arbitrary (bounded) covariance functions, the integral is approximated by quadrature, and Eq. (9) is transformed into a linear eigenvalue problem. To simplify calculations, it is assumed that the covariance function of the shear modulus $C(x_1, x_2)$ is separable with respect to the spatial directions $x$ and $y$, and therefore it can be written as $C(x_1, x_2) = C((x_1, y_1), (x_2, y_2)) = C_1(x_1, x_2)C_2(y_1, y_2)$. Using this assumption, it is possible to reformulate Eq. (8):

$$G(x, y, z, \theta) = G_0(z) + \sum_{i,j} \sqrt{\lambda_i \mu_j} f_i(x)g_j(y)\xi_i(\theta)\xi_j(\theta)$$

and the eigenpairs $(\lambda_i, f_i)$ and $(\mu_j, g_j)$ can be calculated independently. Additionally, $G(x, y, z, \theta)$ is assumed to be Gaussian; thus Hermite polynomials can be used in the PCE.

For the discretization of the wavenumber domain $(k_x, k_y)$, an equidistant grid $[k_x] = [-K_x + 2K_x N_x, N_x]$, $[k_y] = [-K_y + 2K_y N_y, N_y]$ is used. To transform the calculated results from the Fourier domain back to the regular domain, a discrete Fourier transform is used. The transformation of the external load from the space-time domain into the wavenumber frequency domain is done analytically. After the Fourier transform with respect to $x, y$ and $t$, the force $f_{\text{Ext}}$ for a point load with strength $P$ (see also Eq. (12)) is given by

$$\frac{P}{4a_x a_y} \int_{-a_x}^{a_x} \int_{-a_y}^{a_y} \delta(x - vt)\cos(2\pi \omega_0 t) e^{-2\pi i \left(\frac{k_x x}{a_x} + \frac{k_y y}{a_y} + \omega t\right)} dydx dt =$$

$$\frac{P}{4a_x a_y} \int_{-a_x}^{a_x} \delta(x - vt)\cos(2\pi \omega_0 t) e^{-2\pi i \left(\frac{k_x x}{a_x} + \omega t\right)} dx dt =$$

$$\frac{P}{4a_x a_y} \int_{-\infty}^{\infty} e^{-2\pi i \left(\frac{k_x x}{a_x} + \omega t\right)} \cos(2\pi \omega_0 t) e^{-2\pi \omega t} dt =$$

$$\frac{P}{8a_x a_y} \left(\delta(\omega + \frac{k_x v}{2a_x} + \omega_0) + \delta(\omega + \frac{k_x v}{2a_x} - \omega_0)\right). \quad (17)$$

For practical purposes it is assumed in Eq. (17), that the solution is periodic in the spatial domain $[-a_x, a_x] \times [-a_y, a_y]$. This can be motivated by the fact that we have to restrict the wavenumber domain $(k_x, k_y)$ to a finite interval $[-K_x, K_x] \times [-K_y, K_y]$, and the numerical Fourier back transformation from this domain to the regular spatial domain therefore results in a periodic function. For the Fourier transformation with respect to the time $t$, such an assumption was not used. Please note, that the standard problem of assuming compact support in space, time and frequency exists here. While this is not possible in an exact sense, it is possible to achieve this in an approximate sense\textsuperscript{24,25}. In the discrete version,
pulses take the role of the delta functional, which means that the right hand side is only non-zero for certain frequencies \( \omega_i \) that satisfy
\[
\omega_i = -v \cdot \frac{\mathbf{k}_x}{\mathbf{x}} \pm \omega_0 \quad (i = 0, \ldots, N_x).
\]

In the same way, the right hand side for the box load Eq. (13) can be derived:
\[
P \frac{8a_x a_y}{\sin \left( \frac{\pi b_1 k_x}{2a_x} \right) \sin \left( \frac{\pi b_2 k_y}{2a_y} \right)} \left( \delta \left( \omega + \frac{k_x v}{2a_x} - \omega_0 \right) + \delta \left( \omega + \frac{k_x v}{2a_x} + \omega_0 \right) \right).
\] (18)

Because of the space-time coupling by the movement, the discretization of the wavenumber domain \( k_x \) automatically defines a frequency grid. For each grid point with respect to \( k_x \) there are only two possible frequencies where the right hand side of the global system is not zero. This coupling should be taken into account when choosing the spatial range in the \( x \)-direction. Roughly spoken, the size of the spatial domain should be consistent with the frequency of the moving load and its velocity. The easiest way is to choose the size of the spatial domain in a way that ensures that the load can be continued periodically over this domain. In the following example it is assumed that \( x \) is between \(-30\) and \(30\), which matches a moving load oscillating with a frequency of \(30\) Hz, moving with a velocity of \(60\) m/s along the \(x\)-axis. We also use the same spatial grid for the discretization and the numerical solution of the Fredholm equation.

**6. Example**

In this example, the soil is modelled using 2 stochastic layers and a final half space. The stochastic layers were subdivided into FE-layers with a width of \(0.1\) m each. For each layer, the shear modulus \(G_0\) is assumed to be constant over all sublayers, for the first layer, we chose \(G_0 = 3.74 \cdot 10^7 + 3.74 \cdot 10^6i\) N/m\(^2\), where \(i^2 = -1\). The variance scaling factor \(G_s\) was set to \(G_s = 3.74 \cdot 10^6 + 3.74 \cdot 10^5i\), the layers has a Poisson ratio of \(\nu = 0.333333\) and a density of \(\rho = 1500\) kg/m\(^3\). For the parameters of the other layers, please refer to Table 1.

As covariance function an exponential functions \(C(x_1, x_2) = e^{-5|x_1-x_2|}\) was used (see also Ghanem and Spanos\(^6\)). All material parameters were derived from a seismic measurement,

<table>
<thead>
<tr>
<th>Layer 1</th>
<th>Layer 2</th>
<th>Half space</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G)</td>
<td>(3.74 \cdot 10^7 + 3.74 \cdot 10^6i)</td>
<td>(1.183 \cdot 10^8 + 1.183 \cdot 10^4i)</td>
</tr>
<tr>
<td>(G_0)</td>
<td>(3.74 \cdot 10^6 + 3.74 \cdot 10^5i)</td>
<td>(1.35 \cdot 10^7 + 6.75 \cdot 10^5i)</td>
</tr>
<tr>
<td>(\nu)</td>
<td>0.333333</td>
<td>0.3147</td>
</tr>
<tr>
<td>(\rho)</td>
<td>1500</td>
<td>1750</td>
</tr>
<tr>
<td>(d)</td>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 1. Material parameter for the soil model.

the first layer represents some aggradation, the second layer consist of dry sand and slit. To test our choice of material parameters, the relative velocity levels at \(30\) m and \(50\) m with respect to \(10\) m distance from the vibration (point) source are compared in Fig. 1.
The calculated and the measured data agree good enough, which indicates a good choice of material parameters.

As ansatz functions $\phi(z)$ in Eq. (6), second order B-splines are used:

$$
\phi_0(z) = \begin{cases} 
0 & z < z_0 \\
\frac{z-z_0}{z_1} & z_0 \leq z < z_1 \\
0 & z \geq z_1 
\end{cases}, \quad 
\phi_j(z) = \begin{cases} 
0 & 0 \leq z < z_{j-1} \\
\frac{z-z_{j-1}}{z_j-z_{j-1}} & z_{j-1} \leq z < z_j \\
\frac{z_{j+1}-z}{z_{j+1}-z_j} & z_j \leq z < z_{j+1} \\
0 & z \geq z_{j+1} 
\end{cases}.
$$

For the PCE, we only use polynomials with maximum order 2, thus, together with the length of the KLE, we get $N+1=\frac{(4+2)!}{4!2!}=15$ different Hermite polynomials. For the spatial grid in the wavenumber domain we choose 61·61 equidistant grid points in the interval $[-\pi, \pi] \times [-\pi, \pi]$. As a load we assume a point load which oscillates with a frequency of 30 Hz (trains have frequency components between 10 Hz and 60 Hz) and moves along the $x$-axis with a speed of 60 m/s. Like in the work of Celebi and Schmid the amplitude of the moving force is assumed to be 1kN.

With these assumptions, the deterministic matrix $K_d$ consists of 15·61·61 diagonal blocks (one for each chaos polynomial and each grid point of the discretization of the wavenumber domain), and each of these subsystems consists of 6×6 big diagonal blocks (one for each FE layer). Blocks of adjacent layers have a $3 \times 3$ overlap (the displacement on top of one layer equals the displacement at the bottom of the previous layer). Because of the orthogonality of the Hermite polynomials and our choice of FE ansatz functions, the mean value for the $z$-displacements on top is simply given by $E(w(x, y, 0, \theta)) = \sum_{j=0}^{N} w_{0j}(x, y) \phi_0(0) E(\Gamma_j) = w_{00}(x, y)$. The variance can be calculated by $\sum_{j=1}^{N} w_{0j}^2 E(\Gamma_j^2)$ (see also Eq. (10)).

Fig. 2 shows the mean value of the $z$-component of the displacements and their standard deviation.
deviation on top of the soil (top row) and the same data at a depth of 2 m (bottom row) at different time steps. The maximum of the displacements in the z-direction in a distance of 2 m from the source on top of the soil is about 1.5 µm, which is in the same range as the results found in the paper of Celebi and Schmid\textsuperscript{26}, who investigated ground vibrations with the help of BEM and thin layer methods. In this example, we used a relatively small $G_s$ to reduce the number of iterations, thus the standard deviation of the displacements is relatively small. The periodicity in the each of the subfigure is because of the Fourier transformation and our assumption of a periodic force. Still, the size of the grid (60 m $\times$ 60 m) was chosen big enough not to produce too much interference between the waves (some smaller interferences can be found for the standard deviation in a distance of 40 m from the source). It can be observed that in a depth of 2 m the fine structure of the wave propagation is reduced compared to the top.

To demonstrate the convergence of the iteration, calculations with different values for the stochastic scaling factor $G_s$ were made. In Fig. 3, the logarithm of the residuum $r = \|\hat{K}x - \hat{b}_{\text{Ext}}\|$ after each iteration step for different values of the factor $\frac{G_s}{G_0}$ is shown. As expected, an exponential convergence rate can be observed.

Fig. 2. Mean value and standard deviation of the displacement in the z direction for different time steps and different depths. Top: mean value and standard deviation for the displacement on top of the layers at time step 10. Bottom left: mean value (time step 4) and standard deviation (time step 10) of the displacement at a depth of 2 m. The units on the colorbar are in meters.

7. Conclusion and Outlook

A 3D-model to numerically calculate the propagation of waves in layers with stochastic material parameters was presented. Based on the Karhunen Loeve expansion and the Chaos
polynomial expansion, it is possible to decouple the system in the wavenumber-frequency domain into a stochastic part, which is fully coupled for all wavenumbers and all chaos polynomials, and a deterministic part, which can be represented by a sparse block-tridiagonal matrix. The linear system describing the system is solved with an iteration, where only the sparse deterministic matrix has to be inverted.

Future work will mainly be focused on enhancing the efficiency of the program code. One question will be the choice of a suitable grid in the wavenumber domain. From numerical experience, we know that in the wavenumber-frequency domain the solution of the system with non-moving load with low frequency varies mostly inside a small area around the center where the load is placed. Thus a fine \((k_x, k_y)\) grid should be used there. Outside the interval the solution is very smooth and, compared to the values around the origin, small. Therefore a much coarser grid can be used in that area to reduce computation time. Also the topic of parallelization will play an important role. When applying moving loads, results for different frequencies have to be calculated, which can be done independently, thus providing a good possibility to parallelize calculations.
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Appendix

A. Matrixparts

In Section 4, the linear system of equations that describes our model is given by:

\[
G_0 A_d^{[1]}(\hat{U}, \hat{V}, \hat{W}) + G_s \sum_{\ell} \left( A_{\ell}^{[1]}(\hat{U}) + A_{\ell}^{[2]}(\hat{V}) + A_{\ell}^{[3]}(\hat{W}) \right) - \rho \omega^2 \Phi \hat{U}^T \Gamma = 0
\]

\[
G_0 A_d^{[2]}(\hat{U}, \hat{V}, \hat{W}) + G_s \sum_{\ell} \left( A_{\ell}^{[4]}(\hat{U}) + A_{\ell}^{[5]}(\hat{V}) + A_{\ell}^{[6]}(\hat{W}) \right) - \rho \omega^2 \Phi \hat{V}^T \Gamma = 0
\]

\[
G_0 A_d^{[3]}(\hat{U}, \hat{V}, \hat{W}) + G_s \sum_{\ell} \left( A_{\ell}^{[7]}(\hat{U}) + A_{\ell}^{[8]}(\hat{V}) + A_{\ell}^{[9]}(\hat{W}) \right) - \rho \omega^2 \Phi \hat{W}^T \Gamma = \hat{F}_{\text{Ext}}.
\]

The entries of the “stochastic” matrices \( A_{\ell}^{[\star]} \) are given by \( i \) and \( j \) denote the number of the row and the column respectively). All definitions are the same as in Sections 2 and 4:

\[
\left[ A_{\ell}^{[1]}(U(k_x, k_y)) \right]_{ij} =
\frac{2(1-\nu)}{1-2\nu} \int_\infty^{-\infty} \int_\infty^{-\infty} k_x k_x' \hat{f}_{\ell}(k_x - k'_x, k_y - k'_y) \left[ \Phi \hat{U}(k_x', k_y') \Gamma_{\ell} \right]_{ij} dk'_x dk'_y +
\int_\infty^{-\infty} \int_\infty^{-\infty} k_y k_y' \hat{f}_{\ell}(k_x - k'_x, k_y - k'_y) \left[ \Phi \hat{U}(k_x', k_y') \Gamma_{\ell} \right]_{ij} dk'_x dk'_y -
\int_\infty^{-\infty} \int_\infty^{-\infty} \hat{f}_{\ell}(k_x - k'_x, k_y - k'_y) \left[ \Phi \hat{U}(k_x', k_y') \Gamma_{\ell} \right]_{ij} dk'_x dk'_y.
\]

\[
\left[ A_{\ell}^{[2]}(V(k_x, k_y)) \right]_{ij} =
\frac{2\nu}{1-2\nu} \int_\infty^{-\infty} \int_\infty^{-\infty} k_x k_y' \hat{f}_{\ell}(k_x - k'_x, k_y - k'_y) \left[ \Phi \hat{V}(k_x', k_y') \Gamma_{\ell} \right]_{ij} dk'_x dk'_y +
\int_\infty^{-\infty} \int_\infty^{-\infty} k_y k_x' \hat{f}_{\ell}(k_x - k'_x, k_y - k'_y) \left[ \Phi \hat{V}(k_x', k_y') \Gamma_{\ell} \right]_{ij} dk'_x dk'_y.
\]
\[
\begin{align*}
[A^{[3]}_\ell (\hat{W}(k_x, k_y))_{ij}] &= \\
&= \frac{1}{2\nu} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_x \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \Phi^T \hat{W}(k'_x, k'_y) \Gamma_\ell \right]_{ij} dk'_x dk'_y + \\
&\quad + i \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k'_x \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \Phi' \hat{W}(k'_x, k'_y) \Gamma_\ell \right]_{ij} dk'_x dk'_y
\end{align*}
\]

\[
\begin{align*}
[A^{[4]}_\ell (\hat{U}(k_x, k_y))_{ij}] &= \\
&= \frac{2\nu}{1 - 2\nu} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_y k'_y \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \Phi \hat{U}(k'_x, k'_y) \Gamma_\ell \right]_{ij} dk'_x dk'_y + \\
&\quad + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_x k'_y \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \Phi' \hat{U}(k'_x, k'_y) \Gamma_\ell \right]_{ij} dk'_x dk'_y
\end{align*}
\]

\[
\begin{align*}
[A^{[5]}_\ell (\hat{V}(k_x, k_y))_{ij}] &= \\
&= \frac{2(1 - \nu)}{1 - 2\nu} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_y k'_y \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \Phi \hat{V}(k'_x, k'_y) \Gamma_\ell \right]_{ij} dk'_x dk'_y + \\
&\quad + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_x k'_y \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \Phi' \hat{V}(k'_x, k'_y) \Gamma_\ell \right]_{ij} dk'_x dk'_y - \\
&\quad - \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \Phi \hat{V}(k'_x, k'_y) \Gamma_\ell \right]_{ij} dk'_x dk'_y
\end{align*}
\]

\[
\begin{align*}
[A^{[6]}_\ell (\hat{W}(k_x, k_y))_{ij}] &= \\
&= \frac{1}{2\nu} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_y \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \Phi^T \hat{W}(k'_x, k'_y) \Gamma_\ell \right]_{ij} dk'_x dk'_y + \\
&\quad + i \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k'_y \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \Phi' \hat{W}(k'_x, k'_y) \Gamma_\ell \right]_{ij} dk'_x dk'_y
\end{align*}
\]
\[ [\mathbf{A}_\ell^7(\hat{\mathbf{U}}(k_x, k_y))]_{ij} = \]
\[ = \frac{1}{2\nu} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k'_x \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \mathbf{F}'\hat{\mathbf{U}}(k'_x, k'_y)\mathbf{\Gamma}_\ell \right]_{ij} dk'_x dk'_y + \]
\[ + i \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_x \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \mathbf{F}'\mathbf{T}\hat{\mathbf{U}}(k'_x, k'_y)\mathbf{\Gamma}_\ell \right]_{ij} dk'_x dk'_y \]

\[ [\mathbf{A}_\ell^8(\hat{\mathbf{V}}(k_x, k_y))]_{ij} = \]
\[ = \frac{1}{2\nu} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k'_y \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \mathbf{F}'\hat{\mathbf{V}}(k'_x, k'_y)\mathbf{\Gamma}_\ell \right]_{ij} dk'_x dk'_y + \]
\[ + i \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_y \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \mathbf{F}'\mathbf{T}\hat{\mathbf{V}}(k'_x, k'_y)\mathbf{\Gamma}_\ell \right]_{ij} dk'_x dk'_y \]

\[ [\mathbf{A}_\ell^9(\hat{\mathbf{W}}(k_x, k_y))]_{ij} = \]
\[ = -\frac{2(1 - \nu)}{1 - 2\nu} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_x k'_x \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \mathbf{F}'\mathbf{W}(k'_x, k'_y)\mathbf{\Gamma}_\ell \right]_{ij} dk'_x dk'_y + \]
\[ + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_x k'_y \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \mathbf{F}'\mathbf{W}(k'_x, k'_y)\mathbf{\Gamma}_\ell \right]_{ij} dk'_x dk'_y + \]
\[ + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k_y k'_y \hat{f}_\ell(k_x - k'_x, k_y - k'_y) \left[ \mathbf{F}'\mathbf{W}(k'_x, k'_y)\mathbf{\Gamma}_\ell \right]_{ij} dk'_x dk'_y \]
The “deterministic” part is defined by

\[ A_d^{(1)}(\hat{U}, \hat{V}, \hat{W}) = \left( \frac{2(1-\nu)}{1-2\nu} k_x^2 \Phi + k_y^2 \Phi + \bar{\Phi} \right) \hat{U}(k_x, k_y) D_\Gamma + k_x k_y \Phi \frac{1}{1-2\nu} \hat{V}(k_x, k_y) D_\Gamma + ik_x \left( \frac{2\nu}{1-2\nu} \Phi^T + \Phi' \right) \hat{W}(k_x, k_y) D_\Gamma \]

\[ A_d^{(2)}(\hat{U}, \hat{V}, \hat{W}) = \left( \frac{2(1-\nu)}{1-2\nu} k_y^2 \Phi + k_x^2 \Phi + \bar{\Phi} \right) \hat{V}(k_x, k_y) D_\Gamma + k_x k_y \Phi \frac{1}{1-2\nu} \hat{U}(k_x, k_y) D_\Gamma + ik_y \left( \frac{2\nu}{1-2\nu} \Phi^T + \Phi' \right) \hat{W}(k_x, k_y) D_\Gamma \]

\[ A_d^{(3)}(\hat{U}, \hat{V}, \hat{W}) = \left( \Phi(k_x^2 + k_y^2) + \frac{2(1-\nu)}{1-2\nu} \bar{\Phi} \right) \hat{W}(k_x, k_y) D_\Gamma + i \left( \Phi^T + \frac{2\nu}{1-2\nu} \Phi' \right) \left( \hat{U}(k_x, k_y) + \hat{V}(k_x, k_y) \right) D_\Gamma. \]
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